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Abstract—The increasing availability of data gathered from 
smart meters makes it possible to develop specific data analytics 
procedures to extract knowledge from data. The analysis of huge 
amounts of data coming from millions of users needs appropriate 
platforms and efficient algorithms. The platform SHAPE 
(Statistical Hybrid Analysis for load ProfilE), set up by e-
distribuzione, has enabled to determine, for the first time in Italy, 
the consumption classes at national level based on the behaviour 
of low-voltage customers. This paper discusses the data handling 
process in SHAPE, based on customer sampling by macro-
categories, definition of consistent time periods, and clustering-
based load profiling, and addresses specific applications such as 
customer classification, load prediction, probabilistic aggregation 
of residential loads, and sharing of the energy not supplied by 
macro-categories of users. 
 

Index Terms—load pattern shape, load profiling, data 
analytics, smart metering, customer categories, residential 
consumers, industrial users.  
 

I. INTRODUCTION 
HE progressive introduction of smart meters around the 
world is making available several data gathered from end-
use customers at resolutions of 60 minutes or lower. This 

leads to a growing interest in the development of data 
interfaces and applications that extract information from the 
time series containing load curve data. Managing the 
continuous flow of data from millions of customers is quite 
challenging. Appropriate tools are needed to increase the 
effectiveness of data management carried out by the subjects 
involved in the electricity distribution and supply chain, with 
the aim of providing better customer services. A recent report 
of the European Smart Grids Task Force [1] contains an 
explicit recommendation to the European Union to create a 
smart meter roadmap, in which smart meters (also with high-
resolution time intervals) should be able to meet the 
requirements of future markets, providing a modular and 
flexible architecture for the metering infrastructure. In this 
context, the smart meter outcomes contain useful information 
on the shape of the electricity consumption. This information 
is remarkably important to partition the customers into a 
number of classes that represent how electricity is used during 
time from different customer groups.  
The above concepts have been considered to create a 
dedicated platform called SHAPE (Statistical Hybrid Analysis 
for load ProfilE), in which data analytics has been used to 
extract knowledge from the data gathered by the smart meters 
installed by e-distribuzione in Italy. The outcomes of the 

platform SHAPE have revealed, for the first time in Italy, the 
consumption classes of the low-voltage customers at the 
National level based on the consumption time series. The 
entire load-related dataset was processed automatically and 
collected in anonymous form. None of this information was 
correlated to the natural person/customer and did not allow 
identification in any way. 

The main characteristics of SHAPE have been presented in 
[2], which describes the architecture and data warehouse, 
summarises the contents of the main modules (hourly energy 
analysis, customer classification, load prediction, and non-
technical losses detection), and provides indications on the 
first two modules. In particular, the load geographical 
aggregator and the load pattern viewer bring extensive 
visualisation capabilities to the operators. Other significant 
subdivisions, such as the position on the Italian territory (e.g., 
north, centre, south), the location of customers (e.g., urban, 
suburban or rural) and the temporal distribution (e.g., day in 
the week and seasonality) may be identified and detailed. The 
load prediction and non-technical losses detection modules 
have been described in [3]. These modules make short-term 
and medium-term predictions available for any customer 
aggregation, and support the operators in the identification of 
possible fraudulent customers from the assessment of their 
metered data and the comparison with specific attributes that 
denote the possible occurrence of frauds.  

The contents of this paper complement the previously 
presented information by discussing the scientific aspects 
referring to a number of contents implemented in the SHAPE 
platform. The results obtained make it possible to develop a 
service dedicated to the definition of consumption classes 
depending on the shape of the load curves, rather than merely 
based on commercial parameters (which do not generally 
represent groups of users having in common the same actual 
shape of the electricity consumption [4]). The emphasis on the 
shape of the load curves is the dominant aspect that led to the 
implementation of the SHAPE portal. Consumption classes 
are determined by constructing load curves representative of 
individual users at various times of the year and in various 
days of the week. Furthermore, important information for the 
management of the electrical system comes from the study of 
the aggregation of load curves for the determination of load 
profiles for each consumption class. The load profiles can be 
defined in a deterministic or probabilistic way, in the latter 
case also representing the uncertainty associated with the 
definition of the mean values. In this context, it is of particular 
interest to evaluate the probabilistic distributions of the 
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aggregate residential customer load for each quarter of an 
hour. The results obtained also allow determine the aggregate 
energy demand for the different classes of users in appropriate 
time slots, for interacting with the electricity markets. 

Compared to the assessments concerning the study of the 
operating conditions of the electricity grid, the use of load 
profiles is useful for reconstructing the aggregate load curves 
in areas where the load curves are not available for all the 
customers. Load profiles can be used in the analysis of 
electrical distribution networks, for the estimation of power 
flows and losses. The calculation of the correlations between 
load profiles and the load curves of customers belonging to 
different commercial categories can be used to quantify the 
impact of the various commercial categories in the definition 
of load profiles. From the point of view of reliability 
calculations, the use of load profiles is also appropriate for 
estimating the energy not supplied following interruptions of a 
defined duration that occur in specified time periods. 

The next sections of this paper are organised as follows. 
Section II deals with the organisation of the data analysis in 
SHAPE, with the partitioning of the customers into macro-
categories, the selection of a statistically significant number of 
samples, and the definition of consistent time periods in which 
the consumption characteristics of the customers belonging to 
the same macro-category are relatively similar. Section III 
describes the process of customer classification, in which 
clustering algorithms are run for each macro-category to 
identify groups of users with similar shapes of the load curves, 
then a decision tree-based classifier is used to form the final 
customer classes. Section IV presents the integrated 
framework created to carry out medium-term load prediction, 
which is used also for the generation of parts of the load 
curves that replace absent or unreliable metered data. Section 
V discusses further applications based on the metered data, to 
perform probabilistic analysis of an aggregation of residential 
loads, and to determine a conventional partitioning among the 
macro-categories of the energy not supplied during an 
interruption period. The last section contains the concluding 
remarks. 

II. PRELIMINARY ANALYSIS: SETTING UP THE FRAMEWORK 
The study of the load curves associated with low-voltage 

(LV) customers starts with the evaluation of the size of the 
sample of customers to be analysed through statistical 
sampling procedures. This assessment is carried out within 
appropriately identified macro-categories, which concern both 
consumption and local producers. These macro-categories 
include households (residents); households (non-residents); 
general building services; transport; agriculture; industry; 
commercial; public lighting; heat pumps; and generation 
(producers/prosumers). 

The macro-categories are defined (and the minimum size 
of the sample of users to be analysed is evaluated) to consider 
them separately in the application of clustering procedures 
aimed at partitioning the load curves1 of LV customers. The 

 
1 This paper indicates as “load curve” the time series that contains the 

sequence of average active power values inside a time period, for a given time 
step. This term is used with a general meaning and has to be replaced with 
“generation curve” when the time series refers to generated active power. 

data used have been preliminarily subject to consistency 
checks, in order to verify their completeness and the absence 
of anomalous information (bad data). The consistency check 
returns a code associated with each data provided, which 
identifies the data as reliable or indicates the possible source 
of unreliability. The missing or bad data will be either ignored 
in the data analysis procedures for load profiling, or will be 
replaced with realistic data obtained through the application of 
data prediction techniques like the ones indicated in Section 
IV.B. 

Once the available data have been defined, two specific 
aspects are considered, in order to select meaningful subsets of 
data having in common some general properties of the load 
curves. The first aspect is the extraction of a statistically 
significant sample of customers that can represent the 
characteristics of the whole population of customers belonging 
to the same macro-category. The second aspect is the 
definition of consistent time periods during the year, in which 
customers belonging to the same macro-category exhibit 
similar behaviour in their electricity use. These aspects are 
detailed below. 

A. Sampling of the Population of Customers 
The total number of users supplied by the LV distribution 

network is remarkably high. Gathering the data of the 
temporal evolution of the electric load curves for all users is 
rather impractical for the purpose of load profiling. Thereby, it 
is possible to apply statistical analysis techniques used in 
different sectors to evaluate the number of users for whom 
systematic load curves can be predicted over time, in order to 
obtain results statistically significant for the entire customer 
population. In particular, it is possible to refer to statistical 
theories that allow determine the number of subjects to be kept 
under observation within a population of subjects subdivided 
into a set of macro-categories defined a priori. The objective is 
the identification of the number of metered customers to be 
considered, in order to obtain representative results of the 
categories of consumption of the Italian population of users in 
a statistical sense. In this case, it is useful to adopt the 
stratified sampling method formulated by Jerzy Neyman [5], 
in which each stratum corresponds to a macro-category. This 
method is applied with a multi-step procedure, structured as 
follows: 
1. Step 1: definition of the macro-categories. Let us denote 

with H the number of macro-categories, and with Nh the 
number of customers belonging to each macro-category h 
= 1,…, H. 

2. Step 2: selection of the characteristic variable to be 
evaluated. This variable has to be available for all the 
customers. Two variables could be considered for 
statistical evaluation, namely, the contract power and the 
annual active energy, available from the Company 
databases. Conceptually, these two characteristic variables 
are scarcely or not at all interrelated, because in general 
customers with the same contract power have different 
utilisation2. For the determination of the load profiles, it 
would be preferable to take into account the annual active 

 
2 The utilisation is the ratio between the energy used in a given time period 

(typically one year) and the contract power, and is measured in hours. 
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energy, since the information obtained from the load 
curves concern how the energy is used over time. 

3. Step 3: data collection to obtain, for each macro-category 
defined in Step 1, the information regarding the 
characteristic variables for each user belonging to the 
macro-category in the entire user population.  

4. Step 4: for each macro-category h = 1,…,H, calculation of 
the statistical parameters (mean value 𝜇! and standard 
deviation 𝜎!) of the characteristic variable. 

5. Step 5: determination of the statistically significant total 
number of points n, for a given confidence probability with 
associated multiplier k of the estimated standard deviation, 
and per cent amplitude d% of the confidence interval 
referring to the mean value of the characteristic variable 
[2] (contract power in Fig. 1a, and annual active energy in 
Fig. 1b): 

 𝑛(𝑑%, 𝑘) =
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For example, by using the annual energy as the 
characteristic variable, with 99% confidence probability (k 
= 2.58) and d% = 5% the total number 𝑛(𝑑%, 𝑘) is about 
17,000 (Fig. 1b). This number can be considered as a 
minimum acceptable reference. For each macro-category 
h, the number of users nh to be observed is then determined 
from the equation [6]: 

 𝑛# = 𝑛
$+𝜎ℎ%

,+
,+-.

∑ $𝑚𝜎𝑚%
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/
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from which it is apparent that more users have to be 
observed for the macro-categories with many users and 
higher diversity in the values of the characteristic variable. 
In addition, each macro-category can be partitioned into 
sub-categories on the basis of the characteristic variable, 
by replicating the stratified sampling approach at the 
individual macro-category scale. 

6. Step 6: estimation of the significance of the results, for 
each stratified sampling obtained with different values of 
the total number of observed users n, considering a given 
confidence probability with the corresponding multiplier k. 
 
In practice, if the number of available samples is greater 

than the minimum values, the statistical significance of the 
study is higher than the one referring to the minimum values. 
From the foregoing considerations and from Fig. 1, it can be 
seen that by choosing a total number of samples equal to 
20,000 an acceptable significance is obtained both in terms of 
contract power and in terms of annual active energy. Table I 
shows the partitioning into macro-categories of the minimum 
number of users when the total number of samples is 20,000. 

Inside the macro-categories, the data available contain the 
mean values and the standard deviations of the annual energy 
for given contract power ranges. Therefore, the stratified 
sampling procedure gives the minimum number of samples 
inside each range for each macro-category. Table II shows the 
results for the macro-category Industry. 

After having determined the minimum number of users for 
each macro-category, it is necessary to select the users to be 
considered as samples. Conceptually, the probabilistic 
distribution of samples in a macro-category should cover the 
probability distribution of the population of the same macro-
category. Having available all the values of the considered 
characteristic variable (annual energy) for the entire 
population, it is possible to construct the cumulative curve of 
the values of the characteristic variable, having in the abscissa 
the values of the variable and the ordinates defined in the 
interval [0,1]. Then, the selection of the samples occurs by 
extracting, for each sample, a random number from a uniform 
distribution in [0,1], entering the value on the vertical axis, 
and choosing the sample from the abscissa of the point found 
on the CDF. This extraction is continued until the minimum 
number of samples is reached. 
 

 
a) Characteristic variable: contract power. 

 

 
b) Characteristic variable: annual active energy. 

Fig. 1. Results of the stratified sampling. 

 

TABLE I. MINIMUM NUMBER OF USERS FOR SAMPLING. 

Macro-category 
Characteristic variable 

contract  
power 

annual active 
energy 

households (residents) 923 1954 
households (non-residents) 555 1809 
general building services 759 1967 

heat pumps 2 2 
agriculture 422 2464 
commerce 12531 7885 
transport 329 607 
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industry 878 1619 
producers 186 819 

public lighting 3417 874 
TOTAL 20000 20000 

 

TABLE II. PARTITIONING OF THE MINIMUM NUMBER OF SAMPLES FOR 
THE USERS OF THE MACRO-CATEGORY INDUSTRY. 

Contract 
power 
range 

Number of 
users 

Annual 
energy 
mean 
[kWh] 

Annual 
energy 

standard  
deviation 

[kWh] 

Minimum 
number of 
samples 

0 - 6 kW 178,113 2,258 3,696 112 
6 - 15 kW 99,150 8,906 9,363 158 
15 - 30 kW 51,072 21,779 20,770 180 
30 - 40 kW 17,583 38,777 45,917 137 
40 - 55 kW 18,808 50,767 41,525 132 

> 55 kW 41,339 129,978 128,236 900 
TOTAL 406,065 23,167 58,102 1,619 

 

B. Creation of the Consistent Time Periods 
The traditional partitioning of the time periods for 

representing the electrical behaviour of the customers is based 
on the seasons of the year. Then, further distinctions are 
typically introduced by taking into account, for each season, 
weekdays and weekend days, in the latter case with possible 
partitioning into Saturdays and Sundays. Finally, some special 
days [7], identified a priori from the calendar or discovered as 
days with anomalous load patterns [8][9] can be extracted out 
of the weekdays and are in general removed or associated with 
Sundays. However, this intuitive partitioning of the time 
periods does not take into account the fact that some 
distinctions (e.g., Saturday and Sunday) may be effectively 
relevant for some macro-categories and not for other ones. In 
addition, the effect on the shape of the load pattern in different 
periods of the year may change for different types of 
customers.   

From the load pattern data, a data-driven extension of the 
concept of partitioning the time periods relevant for load 
pattern representation leads to the definition of what are 
identified here as Consistent Time Periods (CTPs). The CTPs 
are groups of days of the year in which the customers of the 
same macro-category exhibit a similar behaviour in their 
electrical load patterns. For each macro-category (or class, if 
there is a further partitioning into customer classes) the load 
patterns belonging to the same CTP can be represented by 
using a single average pattern (called load profile). In this 
way, the entire set of customers is described through a reduced 
set of load profiles. Moreover, the CTP identification assists 
the operators in the formulation of similar tariff structures or 
market offers for each CTP [4]. 

The variability of the load pattern shapes for the individual 
customers in a macro-category is generally high. However, the 
final number of CTPs has to be relatively limited, as the main 
trends from each macro-category have to be captured, 
skipping some details that could be valid only for a minority 
of customers inside the macro-category. In fact, these details 
will be explained by using specific clustering procedures to 
create the customer groups for each macro-category. For this 
purpose, the initial assumption is to consider a partitioning 
with A alternative time periods. For example, considering an 
industrial customer whose annual load pattern is shown in Fig. 
2, the A = 36 alternative time periods represented in Fig. 3 are 
given by the combinations of the 12 months with three types 
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of day for each month (i.e., weekdays, Saturdays and 
Sundays). This choice avoids that the automatic procedure 
groups together combinations of a few individual weekdays 
belonging to different months, because such a grouping would 
be poorly meaningful and would lead to excessive 
diversification of the grouping possibilities for the time 
periods. Conversely, the possibility of grouping the weekdays 
belonging to different months is practically relevant and is 
allowed by the initial time interval partitioning chosen. 
Without loss of generality, for testing the procedure to form 
the CTPs, the weekdays belonging to the same month are 
considered all together. Specific refinements could be done by 
taking a less compact definition of the alternative partitioning 
of the time periods (e.g., with weekly or two week-based 
initial time periods), without changing the conceptual 
framework presented here. 

  

 
Fig. 2. Annual load pattern with data at 15-min time step for an industrial 
customer. 
 

 
Fig. 3. Alternative time periods for an industrial customer. 

As a particular case, specific calendar days representing 
intra-week holidays for the year under analysis are identified 
and associated to the Sundays of the respective month. For 
dedicated portions of customers included in a territorial 
jurisdiction in which local holidays can be identified, these 
local holidays may be taken into account as well, even though 
their effect on the macro-category for larger territorial 
groupings is likely to be very limited. 

An automatic procedure to form the CTPs has been 
developed for SHAPE. A greedy algorithm has been used, as 
an optimisation procedure based on integer programming 
could be intractable in large-scale applications with a number 
of CTPs unknown a priori [10]. The procedure is composed of 
two stages. The overall scheme is shown in Fig. 4. In the first 
stage, the individual load patterns of each macro-category are 

subject to a dedicated analysis, which includes load pattern 
clustering and the formation of a binary vector that contains 
the information on the most significant alternative time 
periods. In the second stage, the binary vector representations 
of all customers belonging to the same macro-category are 
processed together to determine the final grouping of the time 
periods. Fig. 5 shows an example of CTPs for one year, found 
for the macro-category Industry. 

 

 
Fig. 4.  Two-stage procedure for the definition of the Consistent Time Periods. 

 
Fig. 5. Example of Consistent Time Periods for the macro-category Industry. 

III. SHAPE-BASED CUSTOMER CLASSIFICATION  
The classification process implemented in SHAPE includes 

the partitioning of the overall set of customers for each macro-
category into a number of classes, carried out on the basis of 
clustering results and the application of a classification model 
driven by supervised training. Then, new customers with 
unknown class may be presented to the model to be associated 
to one of the existing classes. 

The objective of this section is to indicate some algorithms 
with adequate performance used into the SHAPE platform on 
the basis of approximately 100,000 customers, using for each 
customer a typical daily load curve with 15-min data.  

Within each CTP, each customer participates in the 
partitioning process with a single typical load curve (TLC), 
obtained by calculating the average of the data found for the 
corresponding days for each quarter of an hour.  

The entire load curve categorisation process can be 
summarized as follows [11]:  

A) Data acquisition and check: includes the identification 
and correction (or elimination) of the unacceptable (or bad) 
data points. 

 B) Pre-clustering phase: the load curves are represented 
through a specific number H and type of characteristic 
quantities, then the input matrix for the clustering procedure is 
built, formed by M×H components (with the customers on the 
m = 1, ..., M lines, and the entries of the characteristic 
variables on the h = 1, ..., H columns).  
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C) Clustering execution: the clustering procedure chosen is 
executed, assigning each load curve to a group (cluster); using 
cluster composition and 15-min input data, the cluster 
centroids are formed; the comparison between the results of 
the different clustering algorithms can possibly be carried out 
by using clustering validity indicators [11];  

D) Post-clustering phase: includes the activities related to 
forming the consumption (or local production) classes and 
determining the corresponding load profiles. 

A. Load Curve Clustering 
For the applications developed in SHAPE, the clustering 

algorithms used have to deal with huge amounts of data. This 
impacts both on the computation time and with the number of 
data to be stored in the memory of the computer. 
 
A.1. Definition of the data used 

With the same data describing the quarter-hour trend of 
local loads or generations, it is possible to define different sets 
of characteristic quantities to be supplied as inputs to the 
clustering procedure. The definition of these sets are based on 
different concepts: 
a) Definition of data in the time domain: in the simplest case, 

the original metered data can be used directly. 
Alternatively, data pre-adaptation can be performed over 
time (with uniform distribution, or uneven distribution 
[12]), or over the amplitude (original amplitudes; 
normalization with respect to the maximum value of the 
typical curve, so that all values fall within the interval 
[0,1]; scale factor equal to the average value of the load 
curve; scale factor equal to a reference parameter, for 
example the contract power or the peak value of the curve 
in the period considered; min-max normalisation). In 
SHAPE, the selected way has been the normalisation with 
respect to the contract power, to highlight the importance 
of the shape of the load curve shape, together with the 
average level of consumption. 

b) Definition of data in the domain of other variables: in this 
case, the goal is generally to obtain a reduction in the 
number of data to be stored for each user, so as to also 
reduce the calculation times of the clustering algorithms. 
Among the various techniques that can be used, it is 
possible to indicate techniques based on the transformation 
of data in a specific domain, including projection methods, 
through which the set of input quantities is projected onto a 
suitable multi-dimensional space [13,14], methods 
elaborated in the frequency domain, based on the 
coefficients of the Fourier series [15] or from their 
processing [16], or using wavelets [17]; methods based on 
representing the information with the use of shape factors 
[4,18,19] calculated by subdividing for example the day in 
the night and day periods with determination of interval 
factors [0,1], or on the use of "alphabetic" components 
obtained from symbolic aggregate approximation (SAX) 
method [12,20]. 
 

An important aspect to compare the solutions is the common 
point used for the analysis: regardless of the type of data used, 
the output of the clustering algorithm consists of a vector that 
contains, for each input curve, the number of the group to 

which the curve has been assigned by the clustering 
procedure. 

The results obtained from the various clustering techniques 
depend in particular on the notion of distance used to evaluate 
how much the load curves are different with each other. The 
use of distances leads to a purely quantitative technical 
evaluation, which does not take into consideration qualitative 
or external considerations on the affinity of a load curve with 
respect to another. The calculation of the distance can refer to 
different types of distances. Among them, the generalised 
Minkowski distances consider the H values of load curve like 
H components of a vector. Taking two vectors 𝐱(() =
*𝑥#

((), ℎ = 1,… ,𝐻0 and 𝐱(*) = *𝑥#
(*), ℎ = 1,… ,𝐻0, the 

Minkowski distance is defined by using the exponent p, where 
the classical Euclidean distance corresponds to p = 2: 

𝑑(+)1𝐱((), 𝐱(*)2 = 3∑ 3𝑥#
(() − 𝑥#

(*)6
+

,
#-. 6

./+
 (3) 

In spite of various attempts, there is still no confirmed clear 
evidence that the use of the Euclidean distance can be less 
effective than another distance for the problem under analysis. 
The Euclidean distance is then used, and is extended to 
formulate distances between a vector and a group, between 
groups, or the inter-distance within a group [4]. These 
distances are also used to determine the performance of 
clustering methods through the use of appropriate clustering 
validity indicators [11].  
 
A.2. Characteristics of the clustering methods   

The choice of the most suitable clustering algorithm for the 
analysis to be performed (and of the metric to be considered 
within the algorithm) depends on multiple aspects, including: 
 a)  The possibility of setting up the number of clusters to be 

obtained.  
b)  The ability of the clustering method to isolate the curves 

that show uncommon trends (outliers). 
c)  The solution mechanism, based on a single stage that uses 

all the input parameters, or on several stages, each of 
which depends on different parameters.  

d)  The computation time of the solutions and its progression 
as the number of input curves changes.  

e)  The occupation of data memory, which can become a 
limiting factor in the execution of clustering procedures for 
the analysis of a very large number of curves. 

 
A group of methods suitable for the analysis of large 

datasets have been considered. The main feature that 
distinguishes the clustering methods takes into account the 
procedure followed to identify the groups. The clustering 
algorithms applied in SHAPE are then distinguished into 
hierarchical and non-hierarchical methods. Furthermore, an 
efficient hybrid clustering algorithm has been implemented to 
merge the benefits of the two types of clustering. 

A.2.1. Hierarchical methods 
These methods explore the set of possible partitions by 

identifying nested grouping structures. The agglomerative 
version has been used. Initially each element constitutes a 
cluster of its own. The algorithm then merges the most similar 
clusters, based on the minimum distance calculated between 
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the sets. The distance to be minimised depends on the so-
called linkage criterion (e.g., nearest neighbours, farthest 
neighbours, centroid, average, or Ward [21]). The average 
linkage criterion has been found to be the most appropriate for 
the specific application. The algorithm continues to merge the 
clusters for increasing distances until the desired number of 
clusters has been reached. In general, hierarchical methods are 
computationally efficient in terms of computation speed. The 
critical point is the high occupation of memory due to the need 
to construct the entire matrix that expresses the interdistances 
between the curves. Hierarchical methods also do not require 
an established initial configuration, i.e., the procedure starts by 
acting directly on the elements of the data set. These 
techniques are also sensitive to any anomalous units that are 
effectively isolated and allow the procedure to be stopped 
directly when the desired number of clusters is reached. Most 
of the computation time (even more than 80 per cent) is 
dedicated to the calculation of the distances between the pairs 
of entries in the distance matrix. However, significant 
improvements (depending on the specific hardware used) may 
be introduced by parallelisation of the distance calculations. 

A.2.2. Non-hierarchical methods 
These methods are characterised by a procedure that aims to 

directly introduce the load curves in the groups with an initial 
criterion, and then optimise the partition. The algorithm is 
divided into two main phases: (i) a temporary partition of the 
load curves is identified in a certain number of clusters, 
generally fixed a priori, and (ii) an objective function is 
optimised by modifying the assignment of the elements to the 
groups. The identification of the optimal partition would 
strictly involve the evaluation of all the possible distinct 
assignments of the elements in the set number of groups. Since 
this type of operation determines a huge amount of 
calculations, the non-hierarchical procedures propose to solve 
the problem through a grouping strategy that requires the 
evaluation of only an acceptable number of possible 
alternative partitions. In practice, once the initial partition has 
been chosen, the units under examination are reallocated 
between the different groups in order to optimise the 
predetermined objective function. SHAPE has implemented 
the most widely used non-hierarchical algorithm, k-means 
[21], that requires specifying the desired number of clusters. 
The proposed k-means method implements the choice of 
initial centroids to be associated with clusters through a 
correlation analysis carried out on a sample of load curves 
belonging to the dataset. As far as calculation times and 
memory allocation are concerned, the implemented k-means 
method is suitable for the analysis of very large datasets, also 
containing more than 1,000,000 curves. Moreover, SHAPE 
has implemented the Modified Follow the Leader (MFTL) 
method [4,22], in which the execution of the first iteration 
involves the formation of the (undefined a priori) number of 
initial clusters based on the value of a threshold entered as 
input data. The subsequent iterations refine the cluster 
composition, keeping the number of clusters obtained in the 
first iteration unchanged. The MFTL method is of interest 
because of its calculation speed and reduced requirement of 
allocated memory. The calculation times in the successive 

iterations have been improved by implementing some steps 
with parallel computation techniques. 

A.2.3. Hybrid method 
The Hybrid MFTL-Hierarchical clustering method merges 

the positive aspects of simplicity and computational efficiency 
of the hierarchical and MFTL methods, while avoiding their 
drawbacks (the memory allocation for the hierarchical 
method, and the lack of definition of the number of clusters 
for the MFTL). The calculations are partitioned into two 
stages. In the first stage, a sample of poorly correlated initial 
load curves having different shapes is considered, to estimate 
a reasonable value of the threshold (taken at one half of the 
average distance between all the possible distances among the 
pairs of initial load curves). The first iteration of the MFTL 
method is run, choosing a number of initial clusters higher 
than the number of desired final clusters. In this way, the 
number of clusters is reduced to a value tractable by the 
hierarchical clustering, and the hierarchical clustering is then 
run to obtain the final clusters. 

A.2.4. Scalability of the clustering methods 
A key point is the scalability of the procedures when the 

number of load curves increases. Fig. 6 shows the applicability 
of the clustering algorithms in function of the number of load 
curves M contained in the dataset. As it can be seen, the 
Hierarchical clustering method has excellent performance and 
relatively fast calculation times when the number of load 
curves is relatively low, while the calculation times increase 
with M and may become impractical or even not applicable for 
M > 30000 because of data storage limits. Then, the suggested 
methods for large datasets are MFTL and the Hybrid MFTL-
Hierarchical clustering.  
 
Clustering algorithm M<1000 1000<M<30000 M>30000 
Hierarchical (with 
Average Linkage)       
k-means 
       
Modified Follow the 
Leader       
Hybrid MFTL-
Hierarchical       
    
   Suggested   
   Applicable 
   Critical or not applicable  

Fig 6. Applicability of the clustering algorithms in function of the number of 
load curves M contained in the dataset. 

B. Determination of the Shape-Based Customer Classes 
The classification of the load curves is carried out with 

respect to the predefined macro-categories. Starting from the 
partitioning of the load curves obtained from the application of 
clustering procedures, the number of consumption classes is 
determined. Each class is represented by the corresponding 
load profile, composed of the reference power (sum of the 
contract powers of the customers belonging to the class) and 
the load curve expressed through normalised values with 
respect to the reference power. The use of the normalised load 
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profile allows to reconstruct the aggregate load curves of a 
group of customers belonging to the same class to be 
reconstructed by multiplying the normalised load profile by 
the reference power of this group of customers and by any 
other factor that can be inserted to represent further details in 
the definition of the day (for example, if the day is considered 
an anomalous day based on its placement on the calendar as a 
holiday occurring on a day other than Saturday or Sunday). 

From a conceptual point of view, the characteristics of a 
user are distinguished from the attributes, as follows:  
- The characteristics are directly linked to the details of the 

load curves of the users, which therefore cannot be directly 
obtained without having the measured load curves. 

- The attributes are directly related to technical or 
commercial data present in the users' commercial database, 
and may also be known for users for whom the measured 
load curves are not available.  

 
In particular, it is possible to make a further subdivision 

considering:  
a) Attributes defined for existing users (for which energy 

information derived from previous energy invoices is 
known); and, 

b) Attributes defined for new users (for which there are no 
previous energy measures). The set of attributes is in this 
case limited to information not related to the use of energy.  
  

The process of class formation and subsequent classification 
of new users depends on the characteristics and attributes 
available [23]. The classification tool used in SHAPE is C5.0, 
based on the algorithms developed by Quinlan [24]. The 
classifier is formed by a decision tree, in which the branches 
indicate the paths in the classification process, the nodes 
indicate the conditions referring to the numerical value of an 
attribute that determines the partitioning into paths, and the 
leaves represent the class resulting from the path followed. In 
the construction of the generation tree, starting from the whole 
training set, the algorithm identifies the attribute that divides 
more effectively the set of possible classes. The partitioning 
criterion is based on the highest difference of entropy 
occurring as a consequence of the partitioning into a set of 
classes.  

In the solution procedure for determination of the classes, 
important information concern the behaviour of the user 
throughout the year. It is therefore necessary to get data 
referring to at least an entire year. From the point of view of 
the structure of the procedure, the classical decision-making 
methods, present in the literature, rank the characteristics 
based on the significance of the characteristics themselves. 
The algorithm proposed for the search of the representative 
classes of each macro-category is based on the analysis of two 
types of information: (i) the load curve analysis; and (ii) the 
monthly utilisation. The implemented procedure has a tree 
structure, so the data sets containing the two different types of 
information are analysed one at a time. The analysis of the 
load curves produces the main partition, which can be further 
divided by the subsequent analysis on the monthly utilisation 
curves. The search for groups and subgroups is carried out 
according to the similarities, using clustering programs, 

avoiding the imposition of parameters that constrain or orient 
the partition. 

Each user can be described by a typical load profile for each 
CTP. The typical profile of a specific CTP is a daily load 
curve obtained as the average of all the daily load curves 
belonging to the same CTP. The calculation of the average 
allows filtering out any anomalous behaviour present in some 
days and therefore to obtain a "clean" load curve that well 
represents the behaviour of the user in the specific CTP.  

The proposed procedure induces a partition of users 
belonging to the macro-category on two levels. In the first 
phase, the classes are identified based on the shape of the load 
profiles in CTPs. Subsequently, subclasses are defined, which 
are internal to the individual classes and discriminate the users 
according to the annual load trend, described on a monthly 
basis. The results indicate 22 main customers classes for the 
various types of loads represented in the macro-categories. For 
each customer class, the representative load curves obtained 
are validated with respect to the total energy of all the national 
customers included in the corresponding class. Taking into 
account the time partitioning given by the CTPs, the total 
energy is assessed and the representative load curves are 
rescaled to match the actual total energy of the national 
population. The validated representative load curves are the 
final load profiles of the customer classes and subclasses.  

For example, for the class Industry, two classes (IND1 and 
IND2) have been identified, with four CTPs for each class 
(Fig. 7). For the first class, there are two subclasses (IND1_1 
and IND1_2). Fig. 8 shows the load profiles for the two 
subclasses of IND1 and Fig. 8 for the class of IND2, together 
with the normalised utilisation for each month.  

 
Fig. 7. Classes and subclasses for the macro-category Industry. 
 

 
a) Normalised load profiles for Subclass IND1.1. 
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b) Utilisation for Subclass IND1.1. 

 
c) Normalised load profiles for Subclass IND1.2. 

 
d) Utilisation for Subclass IND1.2. 

Fig. 8. Normalised load profiles and utilisation for Subclass IND1.2 and 
Subclass IND1.2 of Class IND1. 

 
a) Normalised load profiles for Subclass IND2. 

 
b) Utilisation for Class IND2. 

Fig. 9. Normalised load profiles and utilisation for Class IND2. 

Finally, for the classification of a new user (i.e., to assign a 
new user to a predetermined consumption class based on a set 
of attributes), the energy-related attributes can be estimated by 
considering the type of use of the foreseen energy, or can be 
defined on the basis of measurements made in some time 
periods subsequent to the user's connection to the network. 

IV. INTEGRATED FRAMEWORK FOR MEDIUM-TERM LOAD 
PREDICTION AND FICTITIOUS DATA CREATION 

An integrated approach has been established to deal with 
load prediction and the definition of the fictitious data for the 
completion of incomplete load curves with a single program. 
This approach is implemented in a program that performs the 
medium-term prediction of the load curves with the Extreme 
Learning Machine (ELM) neural network [25], with the use of 
the ensemble technique to improve the accuracy of the 
prediction. The ensemble technique is based on the repetition 
of the prediction for a predefined number of times, from which 
the median of the distribution of the results obtained is taken 
as the result. ELM has a relatively fast training [26], which 
makes it particularly appropriate to be used in a platform with 
large datasets. The same program allows the reconstruction of 
portions of curves with missing data, with different lengths.  

Extreme Learning Machine (ELM) is a fast learning 
technique for Multilayer Perceptron (MLP) proposed by 
Guang-Bin Huang [27]. It exploits the so-called “kernel trick” 
to transform a linearly non-separable problem into a linearly 
separable one. The kernel trick is based on the Cover’s 
theorem [28], which states “A complex pattern-classification 
problem, cast in a high-dimensional space nonlinearly, is 
more likely to be linearly separable than in a low-dimensional 
space, provided that the space is not densely populated”.  

Known since the beginning of neural networks, this method 
has been from time to time “rediscovered” with different 
names: Learning and generalization characteristics of the 
random vector functional-link net [29], Random Activation 
Weight Neural Net (RAWN) for fast non-iterative training 
[30], Pseudoinverse learning algorithm for feedforward neural 
networks (PIL) [31], and some other. 

The original ELM [25] is an MLP with one hidden layer 
and a linear output layer. The weights and biases of the hidden 
layer are randomly assigned and the weights of the output 
layer are found by linear regression, avoiding in this way the 
time-consuming iterative learning. In the following years the 
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author and other researchers continued to develop ELM in 
several ways (On-line sequential ELM, Evolutionary ELM, 
Fully complex ELM, and Multiple hidden layers ELM). 

ELM was used for the electric load forecasting for its 
learning speed. In ensemble learning applications ELM can 
advantageously replace the use of parallel computing [32–34].  

The primary difference between ELM and the traditional 
MLP is the learning algorithm. MLP is generally trained with 
gradient descent algorithms, such as the error back-
propagation (BP) algorithm, proposed by Werbos in 1974 
[35]. Despite subsequent improvements, such as adaptive 
learning rate and momentum, BP training is very slow. Faster 
training algorithms are Conjugate Gradient, Newton method, 
Quasi Newton and above all the popular Levenberg-Marquardt 
method. However, the non-iterative training of ELM is always 
faster than any training algorithm of MLP. 

In MLP and ELM, the random initialisation of the weights 
causes slightly different results in different training sessions. 
Ensemble averaging is a machine-learning method that 
overcomes the problem by training in parallel several 
concurrent neural nets and calculating the median of their 
outputs. This results not only in a stable result but also in a 
lesser error. Two factors contribute to obtain a better result: 1) 
the combined effect of several MLPs compensates the 
different random initialisation; 2) each concurrent MLP 
employs a slightly different number of hidden units. Ensemble 
averaging with many concurrent neural nets requires parallel 
computing or fast training algorithms. For this reason ELM is 
particularly suitable for ensemble averaging. 

A. Medium-Term Load Prediction  
The algorithm formulated makes use of calendar variables 

and Consistent Time Periods (CTPs) for the definition of days 
in three different ways: (i) distinction between the days of the 
week (all 7 days, independent of each other); (ii) distinction 
between weekdays, Saturdays and Sundays; and (iii) 
distinction based on CTPs (usable only for single users or for 
aggregated users of the same macro-category or class for 
which the CTPs are defined; in fact, when users with different 
characteristics are aggregated, the CTPs are no longer defined 
in a unique way). 
A.1. Implementation of the load prediction algorithm 

The implementation of the load prediction requires the 
following steps: 
1) Analysis of the load curves, to identify the autocorrelation 

of the temporal data, the correlation with any exogenous 
variables (temperature, humidity, time of day, day of the 
week, holidays, etc.), and the presence of trends and 
seasonality. The purpose of the analysis is the choice of the 
independent variables (regressors) to be included in the 
prediction model.  

2) Choice of the prediction horizon (at the quarter hour, at the 
hour, at 24 hours) compatible with the available regressors 
and the formulation of the prediction model.  

3) Choice of the neural network and design of its structure. 
The prediction model establishes the number of input and 
output units, while the number of other units (hidden units) 
is a design choice.  

4) Creation of the data set used in the learning process 
(training set). The size of the training set depends 

essentially on the characteristics of the load curve studied 
and on the number of hidden units on the network. A 
training set of several weeks or months allows the learning 
of a high number of profiles, but could lead to 
generalisation issues, especially if the load does not have a 
well-defined periodicity. In this case a training set reduced 
to a shorter period of time is more effective.  

5) Creation of the data set used in the verification of the 
forecast quality (test set). The data belonging to this set 
were obviously not included in the training set. For load 
prediction, the test set is generally made up of a time 
period immediately following the learning period. 

In the application of the prediction procedure in SHAPE, 
the load curves are normalised to the contract power. The 
curves were sampled at quarter hour (96 daily samples) but are 
averaged to obtain hourly sampling (24 daily samples) in order 
to filter at least part of the noise always present in low voltage 
users. The main analysis tool used is the linear correlation 
coefficient for different intervals (lags) of delay, significant 
even if the actual correlation is only partially linear [36]. Fig. 
10 shows the variation of the autocorrelation coefficient at 
different lags for the hourly load curve of an industrial 
customer with contract power 20 kW and annual energy 38 
MWh. The highest autocorrelation occurs for lag 1, followed 
by lag 24, lag 2, lag 23, and lag 25. This example shows that 
the variability of low voltage loads is typically high, causing a 
steep decrease of autocorrelation at small lags and low 
periodicity at 24 hours. Thereby, only a few regressors with 
significant autocorrelation are available, and it is not easy to 
obtain a low prediction error.    

 
Fig. 10.  Autocorrelation from lag 1 to lag 48. 

A.2. Metrics to assess prediction performance 
One of the most used metrics for load prediction is the 

MAPE (Mean Absolute Percentage Error). However, the major 
drawback of MAPE in the application to individual low 
voltage load curves is that for small values (close to zero) of 
the real data it can give rise to high error peaks that do not 
account for the soundness of the prediction. This issue does 
not occur for an aggregation of load curves, in which the 
minimum values are in general substantially higher than zero.  

To mitigate this issue, it is possible to use other indicators 
such as WMAPE (Weighted Mean Absolute Percentage Error), 
RMSE (Root Mean Square Error), or NRMSE (Normalised 
Root Mean Square Error). In particular, an appropriate metric 
for low voltage load curves, less sensitive to low values and 
customized to be used with the electrical load curves, is the 
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indicator 𝑁𝑅𝑀𝑆𝐸0%, given by the per cent NRMSE related to 
the contract power 𝑃1 of the customer. In general, if N real 
energy data are available with q data points per hour, the per 
cent NRMSE is expressed as: 

 𝑁𝑅𝑀𝑆𝐸0% = 100
%.,∑ (231421)2,

10.

03 5⁄
 (4) 

where 𝑦7 is the real value of the load at data point n, and 𝑦?7 is 
the predicted value. 

B. Reconstruction of Continuous Load Patterns 
In time series analysis, the presence of incorrect or missing 

data produces a lack of sequential information and therefore 
has a direct impact on the possibility of using automatic 
solutions for load prediction. In certain cases, the presence of 
incorrect or missing data also affects clustering procedures, 
especially if there is a low number of initial load curves based 
on which the load curves representative of typical days are 
generated. 

The replacement of missing data may be carried out by 
creating fictitious data referring to time series analysis. The 
fictitious data must have properties similar to the time series 
data they represent (for example, with reference to the 
standard deviation of the time series). 

The fictitious data are often created in order to have 
statistical properties similar to those of the data to which they 
refer. However, their temporal sequence may not entirely 
correspond to the time series under analysis. In fact, the 
calculation of statistical parameters such as mean value and 
standard deviation does not give information on the temporal 
sequence of the points that form the reconstructed curve. In 
the application considered in SHAPE, a fictitious data creation 
technique is privileged, depending on the load curve 
prediction. 

Taking a load curve in which there is a segment of incorrect 
or missing data, let us assume that there are known points of 
the load curve before and after the segment in question. The 
criterion used to create fictitious data is based on the 
generation of a certain number of load curves starting from the 
last known data, using a prediction procedure. Each of the 
generated curves will have its own evolution. Considering the 
subsequent segment of known data, in the ideal case the 
reconstructed dummy load curve should reproduce the same 
trend as the known data. Since in reality this is not possible, 
above all because of the non-stationary nature of the data that 
compose the load curves, it is necessary to establish which of 
the generated curves connects in the best way with the known 
data after the segment replaced. To this end, the goodness of 
the connection is indicated by establishing an appropriate 
metric. An example of metric considers, for each generated 
load curve, the distance between the points generated and the 
known points for the corresponding times, using for the 
evaluation a number defined by the operator of successive 
points. Moreover, in order to make the initial point of 
connection more important than the following points, 
decreasing weighting coefficients are inserted into the metric. 
Among the generated load curves, the curve having the lower 
value of the indicator built according to the metric now 
illustrated is chosen. The prediction used to replace a portion 
of the curve provides results that are in any case better than 

using the forecast by extrapolation, since there is a link with 
the subsequent data. The goodness of the reconstruction of the 
missing data sequence depends essentially on what the 
previous available data allow to identify the tendency of the 
load curve in the missing period. 

In the procedure of reconstruction of segments of 
particularly long load curves (for example, some days) it is 
necessary to insert information taken from the knowledge of 
the types of day that are reconstructed (weekdays, holidays or 
anomalous days). The "day type" attribute is considered as a 
calendar variable. 

Let us consider a time series f(t) that contains the data 
gathered at the times from t = 0 to t = t0, in which there are 
incorrect or missing data in the segment from t = t0+1 to t = t1, 
while the successive data for t > t1 are again known [37]. 
Starting from the known points for t <= t0, for t > t0 a group of 
K time series are generated (through a method of load 
prediction), each of which follows the trend of the load curve 
to be reconstructed, extended not only to the points from t0+1 
to t1, but also to points subsequent to t1. 
A.1. Weighting coefficients for the choice of the fittest 
fictitious data 

The comparison between the K load curves generated in the 
prediction phase can be performed by looking for the load 
curve that corresponds to the best connection with the known 
data for t > t1. The metric used to carry out the qualitative 
assessment of the goodness of the fitting gives greater 
importance to the points found in the initial part of the fitting. 
In particular, a system of decreasing weighting coefficients 
associated to the points starting from the beginning of the 
connection is introduced, valid for t > t1 and associated with a 
time constant τ that represents the decay of the weighting 
coefficient with the growth of time beyond the point of fitting, 
according to the following expression: 
 𝑤8 = 𝑒4

4-4.-.
5  (5) 

The operator defines the time constant τ. Indicative values, 
defined on the basis of the length of the connection interval 
(tmax-t1) for which the difference between the generated curves 
and the actual curve is to be calculated, can be of the order of 
t  = c·(tmax-t1-1), where the coefficient c can for example take 
values between 0.2 and 0.3. The example shown in Fig. 11 
indicates the evolution of the weighted coefficients calculated 
assuming that there are missing data up to the time step t1 = 
159, the connection starts at the time step t1+1 = 160, and the 
upper limit for the evaluation of the differences between the 
actual curve and the generated curves is tmax = 180. With these 
values, considering the coefficient c = 0.3 the time constant 
results in τ = 0.3 · (180-159-1) = 6. 
A.2. Fictitious data alignment indicator 

Considering one of the K curves generated, indicated as 
gk(t), for k = 1, ..., K, the metric used to evaluate the goodness 
of the connection is expressed by the following indicator of 
fictitious data alignment: 

 𝑎9 =
∑ :67

(4)-:(4)
:(4) 	<4=

4;<=
404.>.

∑ 	<4
4;<=
404.>.

 (6) 

Among the K curves generated, the choice will fall on the 
curve having the smaller value of the fictitious data alignment 
indicator: 
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  𝑎9∗ = min9	-	.,...,@{𝑎9} (7) 
 

 
Fig. 11.  Evolution of the weighting coefficients. 
 

A.3. Examples of application to the load curve of a single user 
Let us consider a customer in whose load curve there are 48 

successive missing 15-min values, for a total period of 12 
hours [2]. The real data of the week preceding the period of 
lack of values is used as the training set. The forecast is made 
with ELM, with H = 50 hidden units and 7 regressors 
{1,95,96,97,191,192,193}. The reconstructed portion of the 
load pattern is created by comparing K = 20 fictitious load 
patterns generated by the prediction procedure. Following the 
missing values, Z = 12 points are used to calculate the 
fictitious data alignment indicator, choosing in an automatic 
way the portion of the load curve (thick line in Fig. 12) whose 
data better fit the connection with the first points of the real 
load pattern after the time interval to be reconstructed.  

 
Fig. 12. Generation of 20 fictitious load curves and selection of the fittest one. 

 
Let us now consider an aggregation of customers of mixed 

type, in which there are two time periods with missing data. 
Fig. 13 shows the results of the reconstruction, in which it may 
be noticed the positive effects of having separated the load 
curves of the weekend with respect to the weekdays. 

V. FURTHER APPLICATIONS 

A. Probabilistic analysis of aggregate residential loads 
The assessment of the load curves for different levels of 

load aggregation (i.e., numbers of customers [38]) enables the 
operator to carry out systematic assessments of the behaviour 
of aggregated groups of customers. A specific point is the 
identification of the probabilistic distributions of aggregate 
residential loads as the number of customers varies. This is 

particularly important for residential customers [39], for which 
it is quite challenging to predict the shape of the load curve for 
individual customers, while it becomes much easier to predict 
the aggregated load curves at different levels of aggregation 
[40].  

 
Fig. 13. Reconstruction of two time periods with missing data, considering the 
distinction between CTPs. Real data in blue, predicted values in red. 
 

Let us consider the aggregation of j = 1, …, J customers. 
The relevant quantity observed in the study for a single 
customer is the energy 𝜒*,8 metered at each 15-min time step t. 
The specific quantities (i.e., the specific mean energy 𝜒̅A,8, and 
the specific standard deviation 𝜎A,8) are determined from the 
statistics of the energy values, divided by the number of 
customers J that form the aggregation. Moreover, the standard 
deviation 𝑠A,8 = 𝜎A,8 𝜒̅A,8⁄  of the specific energy referring to the 
specific mean energy is calculated. Further quantities are 
obtained by considering the variations Δ𝜒*,8 = 𝜒*,8 − 𝜒*,84. 
between two consecutive energy values. 

In particular, starting from many load curves of residential 
customers in similar conditions (e.g., customers in urban or 
rural areas), by constructing aggregations with different 
numbers of customers it is possible to provide quantitative 
assessments of the behaviour of aggregate residential loads. 
An example is shown for the entire set of load curves available 
for household residents in a given territorial area (2290 load 
curves). Fig. 14 shows the probability density function (PDF) 
of the energy at each quarter of hour, drawn with classes of 
amplitude 0.01 kWh/15min. Since the PDF of each quarter of 
hour has unity area, higher peaks of the PDFs correspond to 
the quarters of hour in which the variability of the 15-min 
energy is more limited. 

 
Fig. 14. PDFs of the 15-min energy for the set of residential users considered. 

In the same way, it is possible to provide appropriate 
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responses to the following questions: 
1.  What are the significant parameters to represent the 

aggregate load curves? Based on the results, the most 
suitable quantities to represent the aggregate load curves 
are the specific mean energy (Fig. 15) and the ratio 
between the standard deviation and the average value of 
the specific energy (Fig. 16).    

2.  How the mean value and the uncertainty of the load curves 
depend on the number of aggregated users? In the 
aggregate load curves, the average relative energy value 
for a given quarter of an hour has a relatively low variation 
for groups of users with equal characteristics (e.g., 
residential users in households). The standard deviation 
(related to the mean value) decreases instead as the number 
of aggregate users increases (Fig. 16).   

3.  How does uncertainty in the load curves change during the 
day? For residential users, uncertainty has a time 
dependent variation. For the example shown in Fig. 17, 
101 classes of amplitude variations have been reported in 
Fig. 17 (from S1 to S101), each of which has amplitude of 
0.006 kWh/15min, with 50 classes for positive variations, 
a class for variation around zero, and the other 50 classes 
for negative variations. The first class (S1) also 
accumulates the residual negative variations with 
amplitude greater than 0.3 kWh/15min. Moreover, a 
significant quantity is the standard deviation of the 15-min 
energy variations between successive quarters of an hour 
(Fig. 18), which for the same example is strongly 
correlated (i.e., correlation coefficient 0.904) with the 
specific mean energy.  

 
Fig. 15. Specific mean energy of the load curve powers, for different groups 
of aggregate load curves (from 10 to 50 groups with step 10). 

 
Fig. 16. Relative standard deviation (referring to the average) of the sum of 
the load curve powers, for different groups of aggregate load curves (from 10 
to 50 groups with step 10). 

 
Fig. 17. PDFs of the 15-min energy variations for the set of residential users 
considered. 

 
Fig. 18. Standard deviation of the 15-min energy variations for successive 
quarters of hour.  

B. Partitioning of the Energy Not Supplied among Macro-
Categories 

The use of load profiles to assess the Energy Not Supplied 
(ENS) following a defined duration of the interruptions that 
occurs over specified periods of time is practiced in some 
international contexts. Experiences of this type come from 
Norway, where since 1999 the ENS is calculated through a 
method based on load profiles for each class of user connected 
to the supply point. The methodology is described in detail in 
[41] and includes the use of information regarding the external 
temperature, the annual energy consumption and the load 
measured in the hour prior to the interruption (if data are 
available). A similar approach based on considering the load 
in the period before the interruption is now used in other 
jurisdictions (e.g., by the Italian Authority ARERA [42]). 
However, in the absence of measured data, a conventional 
approach has to be followed. The classical way to obtain a 
breakdown of the ENS by macro-categories is to use the 
contract power of the users belonging to the group of 
interrupted loads. However, in this way no distinction is 
possible among interruptions occurring at different times of 
the day, when the composition of the users’ demand changes 
significantly. Conversely, if the conventional load profiles for 
each macro-category of users are defined, it is possible to 
estimate the ENS of the single macro-category of users 
considering the integral of the curve that estimates the 
temporal evolution of the load that would have to be served 
during the interruption period. The load profiles have to be 
known before making the evaluation, so that the ENS 
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partitioning is indeed conventional and therefore can be 
accepted by everybody. 

Let us consider an example of application to a real group of 
users connected to the LV network, in which there are four 
macro-categories of users. The day chosen for the analysis is a 
weekday (Wednesday 4th April), in which actually there has 
been no interruption. Hence, a fictitious interruption of one 
hour starting at different times of the day (chosen at 3 am, 9 
am, and 8 pm) is imposed (Fig. 19). The ENS breakdown 
based on the contract power values and on the duration of the 
interruption results in a single partition to be applied at any 
time of the day. Alternatively, it is possible to make an ENS 
breakdown on the basis of the load profiles of the macro-
categories of users. As an alternative to the ENS breakdown by 
contract power, the use of centroids makes it possible to break 
down macro-categories closer to the actual use of energy by 
users (Table III). As a purely indicative example, the ENS 
partitioning in the “real” case (i.e., with the load curves in the 
absence of the interruption) is added, although of course this 
partitioning is not relevant for practical purposes if the 
interruption occurs. 
 

TABLE III. EXAMPLE OF PARTITIONING OF THE ENERGY NOT SERVED 
BETWEEN MACRO-CATEGORIES (WEDNESDAY, APRIL 4). 

Hour Macro-category Partitioning 
power centroids “real” 

3 am  

Residential 52.5% 39.5% 46.3% 
Commerce 17.8% 23.2% 21.9% 

Other services 28.1% 19.8% 11.2% 
Lighting 1.6% 17.5% 20.6% 

9 am  

Residential 52.5% 44.5% 49.0% 
Commerce 17.8% 35.6% 45.9% 

Other services 28.1% 19.3% 5.0% 
Lighting 1.6% 0.5% 0.1% 

8 pm  

Residential 52.5% 54.7% 63.1% 
Commerce 17.8% 24.6% 15.3% 

Other services 28.1% 13.9% 11.5% 
Lighting 1.6% 6.8% 10.1% 

 

 
a) interruption starts at 3 am 

 
b) interruption starts at 9 am 

 
c) interruption starts at 8 pm 

Fig. 19. ENS partitioning among macro-categories for a 1-hour interruption on 
Wednesday 4th April. 

VI. CONCLUSIONS 
The SHAPE project has produced converging scientific 

results in the development of a platform that implements 
innovative data analytics techniques applied to load curves to 
obtain customer classification and load profiles. SHAPE is the 
software prototype for advanced descriptive and predictive 
analysis of hourly consumption data sourced from smart 
meters. The results of applying the procedures incorporated in 
SHAPE lead to a number of benefits for the distribution 
company. Besides easy visualisation of the load curves at 
different levels of territorial aggregation, these benefits 
include better knowledge of the typical load profiles of macro-
categories of users at the national level, better knowledge of 
the load curves for consistent time periods that extend and 
make more specific the classical concept of seasonality, and 
automatic classification of the customers on the basis of their 
actual consumption shapes. Further benefits include the 
reduction of costs related to the execution of fraud checks, by 
carrying out targeted campaigns, with respect to the 
performance of broad-spectrum or sample campaigns, as well 
as information on the nature of the consumption at the low-
voltage level on the national territory, useful to support the 
National Authority in the definition of dedicated tariffs. The 
effective deployment of the information coming from the 
smart metering system paves the way to develop new business 
strategies and innovative services. 

By associating the information provided by the SHAPE 
platform with the information on the distribution network 
structure and loads served, a number of benefits may occur for 
the technical management of the networks. For example, the 
expected 15-min load can be used to achieve better network 
reliability through the rationalization of maintenance 
procedures (e.g., identification of sections of the network most 
stressed for the same nominal load, and estimation of the time 
for which a given line has exceeded its thermal limit, with 
possible costs avoided during maintenance scheduling).  

Possible limitations refer to the scalability of some 
algorithms developed to implement effective clustering 
procedures, which could be limited in terms of computation 
speed or memory requirement. However, this is not 
necessarily a binding constraint, as the maximum number of 
load curves to be used in clustering procedures is in any case 
limited by the fact that, due to preliminary macro-
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categorisation or territorial partitioning, clustering with 
millions of curves could be practically not necessary.  

Further developments include the refinement and update of 
the procedures implemented, also on the basis of the results 
obtained by analysing the continuous flow of data that makes 
new information available, as well as the inclusion in the study 
of further types of loads such as electric vehicles, other 
distributed energy resources and storage systems, which are 
marking the energy transition towards a progressively 
increasing electrification of the final uses. 

At the date of writing the paper, the SHAPE Web portal is 
not actually deployed in the Company’s processes, as e-
distribuzione, when it comes to data analytics, is currently 
focusing on other prediction problems that are particularly 
addressed by Italian Regulator. 
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